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SPECIAL CASES OF THE ORBIFOLD VERSION OF ZVONKINE’S r -ELSV FORMULA

GAËTAN BOROT, REINIER KRAMER, DANILO LEWANSKI, ALEXANDR POPOLITOV, AND SERGEY SHADRIN

Abstract. We prove the orbifold version of Zvonkine’s r -ELSV formula in two special cases: the case of
r = 2 (complete 3-cycles) for any genus д ≥ 0 and the case of any r ≥ 1 for genus д = 0.
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1. Introduction

In this paper we consider the q-orbifold r -spin Hurwitz numbers. These are weighted numbers of
coverings of the Riemann sphere by (possibly disconnected) Riemann surfaces of arithmetic genus д,
with

• one branchpoint with arbitrary rami�cation, at which the orders of rami�cation are given by a
vector µ of length n B `(µ ),
• one branchpoint where the orders of rami�cation are q,q, . . . ,q – we assume that |µ | B

∑n
i=1 µi

is divisible by q,
• and b := (2д−2+n)q+ |µ |

qr other branchpoints whose rami�cation pro�le are given by the so-called
completed (r + 1)-cycles – we assume that b is integer.

The source curve in this case can be disconnected, and we denote these numbers byh•,q,rд;µ . If we assume
in addition that the source curve is connected, then we denote the resulting Hurwitz numbers by h◦,q,rд;µ .

There are several di�erent sources of interest in these numbers. Completed cycles naturally emerge
in the respresentation theory of the symmetric group [KO94] and in the relative Gromov-Witten the-
ory of the projective line [OP06b, OP06a]. For us the most convenient way to de�ne these numbers
combinatorially is using the semi-in�nite wedge formalism, see [KLPS17].

The numbers h
◦,q,r
д;µ for q = 1 are conjecturally related to the intersection theory of the moduli

spaces of r -spin structures [Zvo06]. This conjecture is generalized to an arbitrary q ≥ 1 in [KLPS17].
This conjecture incorporates, as special cases, the ELSV-formula for simple Hurwitz numbers [ELSV01]
(the case q = r = 1 for us) and the Johnson-Pandharipande-Tseng formula for the orbifold Hurwitz
numbers [JPT11] (the case r = 1, arbitrary q ≥ 1). Let us recall it.

1
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Conjecture 1 (Zvonkine’s qr -ELSV formula). We have:

h
◦,q,r
д;µ =

n∏
j=1

( µ j
qr

) ⌊
µj
qr

⌋

⌊ µ j
qr

⌋
!
×

(qr )2д−2+n+
(2д−2+n )q+|µ |

qr

q2д−2+n
×

∫
Mд,n

Cq,r
д,µ∏n

j=1 (1 −
µi
qrψi )

.

Here we denote by bac the integral part of a ∈ Q. The classes Cq,r
д,~µ are certain classes on the moduli

spaces of curves related to the twisted rational powers of the dualizing sheaf on the universal curve
computed explicitly by Chiodo [Chi08]. We do not need their de�nition in this paper, and we refer
to [LPSZ17, KLPS17] for their description.

While the original motivation of Zvonkine in [Zvo06] was related to the geometry of meromorphic
di�erentials on curves, it has appeared to be a natural statement in a completely di�erent context.
Namely, this type of formulas emerge naturally in the context of spectral curve topological recursion
developed by Chekhov, Eynard, and Orantin [CE06, EO07]. This conjecture is equivalent to the follow-
ing one:

Conjecture 2. The formal symmetric n-di�erentials

(1) d1 ⊗ · · · ⊗ dn

∞∑
µ1, ...,µn=1

h
◦,q,r
д;µ

n∏
i=1

x
µi
i , д ≥ 0, n ≥ 1,

are expansions in x1, . . . ,xn of the symmetric n-di�erentials ωд,n (z1, . . . , zn ) that are de�ned on the spec-
tral curve given by x (z) B ze−z

qr
, y (z) B zq and satisfy the topological recursion on it.

The equivalence of these two conjectures is proved in [Eyn11] for q = r = 1, in [SSZ15] for q = 1,
arbitrary r ≥ 1, and it follows from the result of [LPSZ17] in general case. In fact, it is a very general
statement that the topological recursion produces the integrals over the moduli spaces of curves of this
type, see [Eyn14, DOSS14]. This second conjecture was �rst proposed in the case q = r = 1 in [BM08].
The computations supporting this generalization are available in [MSS13], [LPSZ17], and [KLPS17].

If we want to use the equivalence of these two conjectures in order to prove the ELSV-type formulas
proposed in the �rst conjecture, we have to prove the second conjecture independently. As of writing,
independent proofs of the second conjecture are known in the case q = r = 1 [DKO+15] and r = 1,
arbitrary q ≥ 1 [DLPS15]. A key property, the proof of the combinatorial structure dictated by the
corresponding ELSV-type formula (see lemma 13), was also proved di�erently and independently of
conjectures 1 and 2 in [KLS16].

In this paper we prove the second conjecture in two new series of cases, namely
• for r = 2, and arbitrary q ≥ 1, д ≥ 0 (theorem 14);
• for д = 0, and arbitrary q, r ≥ 1 (theorem 15).

Thus we fully prove conjecture 1 in genus 0, and also in any genus for the completed 3-cycles.
Let us discuss the strategy of the proof. We take the approach to the topological recursion proposed

in [BEO13, BS17]. It is proved in [KLPS17] that the formal power series in x1, . . . ,xn in equation (1)
is the expansion of a symmetric n-di�erential form de�ned on the spectral curve identi�ed from the
case (д,n) = (0, 1). Then the topological recursion is equivalent to the following three properties of
these symmetric di�erentials: the projection property, the linear loop equation, and the quadratic loop
equation [BS17, theorem 2.1]. The projection property and the linear loop equation are also proved
in [KLPS17]. Thus, conjecture 2 is reduced to the quadratic loop equation.

The quadratic loop equation is, therefore, the main problem that we address in this paper. Let us
brie�y recall it in a convenient form. Consider the function x = ze−z

qr . It has qr branch points
ρ1, . . . , ρqr . We choose one of them, ρi . Denote by σi the corresponding deck transformation. For
any function f (z) we de�ne its local skew-symmetrization ∆i ( f ) (z) B f (z) − f (σi (z)). Then the
quadratic loop equation is equivalent to the property that

∆′i∆
′′
i

*..
,

ωд−1,n+2 (z
′, z ′′, z[n]) +

∑
д1+д2=д
I1tI2=[n]

ωд1, |I1 |+1 (z
′, zI1 )ωд2, |I2 |+1 (z

′, zI2 )

dx (z ′)dx (z ′′)
∏n

i=1 dx (zi )

+//
-

��������z′=z′′=z
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is holomorphic in z near the pointpi . Here by∆′i and∆′′i we mean the operator∆i acting on the variables
z ′ and z ′′ respectively. By [n] we denote the set {1, . . . ,n} (and we use this notation throughout the
paper). By zI , I ⊂ [n], we denote the set of variables with indices in I , for instance, z[n] B {z1, . . . , zn }.
This property should be satis�ed for any i = 1, . . . ,qr and for any д ≥ 0, n ≥ 0.

In order to prove the quadratic loop equation we use the cut-and-join equation for the completed
(r + 1)-cycles derived in [Ros08, SSZ12, Ale11]. We rewrite the cut-and-join equation as an equation
for the n-point functions Hд,n (x[n]) ∼

∑
`(~µ )=n h

◦,q,r
д;~µ

∏n
i=1 x

µi
i (equation (17)). In the special cases of

completed 3-cycles (r = 2) and genus 0 (any r ≥ 1) this equation has a particularly nice form that allows
us to derive the quadratic loop equation using the symmetrization of this equation in one variable.

1.1. Organization of the paper. In section 2 we recall the de�nition of the q-orbifold r -spin Hurwitz
numbers. In section 3, we derive the cut-and-join equation, and give explicit formulas for the genus 0
with `(µ ) ∈ {1, 2} and genus 1 with `(µ ) = 1. In section 4 we revisit the computation of the previous
section in the particular case of r = 2 (completed 3-cycles). In section 5 we prove conjecture 2, and,
therefore, conjecture 1 for r = 2. In section 6 we prove conjecture 2, and, therefore, conjecture 1 for
д = 0.

1.2. Acknowledgments. R. K., D. L., A. P., and S. S. were supported by the Netherlands Organization
for Scienti�c Research. G.B. is supported by the Max Planck Gesellschaft, and thanks the University
of Amsterdam for hospitality and support during this project. A.P. is also partially supported by RFBR
grant 16-01-00291. We thank Dimitri Zvonkine for very useful discussions. In particular, though it has
never been written down, he has developed alternative approaches to the proof of his conjecture in the
special cases that we consider in this paper.

2. Spin orbifold Hurwitz numbers

We de�ne the Hurwitz numbers under consideration via the semi-in�nite wedge formalism. For
more on this formulation, see [KLPS17].

De�nition 3. The disconnected r -spin q-orbifold numbers h•,r,qд;µ are de�ned in the in�nite wedge for-
malism by

h
•,r,q
д;µ B

〈
α
|µ |/q
q

q |µ |/q ( |µ |/q)!
F b
r+1

(r + 1)b

`(µ )∏
i=1

α−µi
µi

〉
,

where the number of simple rami�cation points is given by

b =
(2д − 2 + `(µ ))q + |µ |

qr
.

We will reserve the symbol b for this quantity, sometimes inferring д from it. Here, Fr+1 is the operator
of multplication by the (r+1)-completed cycle, (αm )m∈Z the generators of the Heisenberg algebra acting
on the semi-in�nite wedge, and 〈· · · 〉 the sandwich between two vacuum states. The connected r -spin
q-orbifold Hurwitz numbers h◦,r,qд;µ are de�ned from the disconnected ones via the inclusion-exclusion
principle.

Let R be the ring of formal power series in countably many formal commuting variables p1,p2, . . .. If
µ is a tuple of nonnegative integers (µ1, . . . , µn ), we denote pµ =

∏n
i=1 pµi ∈ R. Let Rn be the subspace

of R consisting of formal power series with monomials of degree n in the pm . The operator D de�ned
by D (pµ ) = |µ |pµ is a derivation on R.

De�nition 4. We de�ne the partition function of r -spin q-orbifold Hurwitz numbers

Z r,q = exp
( ∑
д≥0
n≥1

1
n!

G
r,q
д,n

)
, G

r,q
д,n =

∑
µ1, ...,µn ≥0

h
◦,r,q
д;µ

βb

b!
pµ .

Often, we will omit the superscripts r and q.
Note that Gr,q

д,n is the homogeneous component of the sum in the exponent which is of degree n in
the p’s and of degree 2д − 2 + n in a second degree, where deg β = r and degpµ = −

µ
r . On the other

hand, Z r,q is a formal power series.
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This partition function is characterized by the cut-and-join equation, as follows. We de�ne the func-
tion

ζ (z) = ez/2 − e−z/2 ,

and for bookkeeping we give the formula

1
ζ (z)

=
∑
k≥0

(21−2k − 1)B2k

2k!
z2k−1 =

1
z
−

z

24
+

7z3

5760
+O (z5) .

involving the Bernoulli numbers B2k . The cut-and-join operator Qr is de�ned by the generating series
Q (z) =

∑
r ≥1Qr z

r where

(2) Q (z) =
1

ζ (z)

∑
s≥1

( ∑
n≥1

k1+· · ·+kn=s

1
n!

n∏
i=1

ζ (kiz) pki
ki

) ( ∑
m≥1

l1+· · ·+lm=s

1
m!

m∏
j=1

ζ (ljz)∂plj

)
.

It is well-known, see e.g. [SSZ12, Theorem 5.5], that

(3)
( 1
r !
∂

∂β
−Qr+1

)
Z r,q = 0 .

3. Correlators and cut-and-join eqations

3.1. Correlators. We describe an equivalent way to repackage r -spin q-orbifold Hurwitz numbers.
Let Sn be the ring of symmetric analytic functions in n variables, and consider the injective morphism
of vector spaces Φ : Rn → Sn which sends pµ to the symmetric monomial

Mµ (x1, . . . ,xn ) =
1
n!

∑
σ ∈Sn

n∏
i=1

x
µσ (i )
i .

We denote Dxi the operator xi∂xi . It is consistent with the previous notation in the sense that

∀f ∈ Rn , Φ(Df ) =
( n∑
i=1

Dxi

)
Φ( f ) .

We introduce one more notation: if I is a set, J ⊆ I a subset, and (xi )i ∈I is a tuple of variables, x J stands
for (x j )j ∈J .

De�nition 5. We de�ne the correlators as

H
r,q
д,n (x1, . . . ,xn ) = Φ(G

r,q
д,n )

���β=1 ,

We would like to write down the cut-and-join equation (3) solely in terms of the correlators. For this
purpose we de�ne operators Q (k )

d ;K0,m
by a generating series

(4)
∑
d≥0

Q (k )
d ;K0,m

z2d =
z

ζ (z)

∏
i ∈K0∪{k }

ζ (zDxi )

zDxi
◦

m∏
j=1

ζ (zDξ j )

z

�����ξ j=xk
involving tuples of variables (xi )i ∈K0 andm dummy variables denoted (ξ j )

m
j=1. The result of application

of Q (k )
d ;K0,m

to F (xK0 , ξ1, . . . , ξm ) only involves the variables xK0 and xk . In this de�nition, we stress that
the operator Dxk in the �rst factor acts on the variable xk created by specialization of all ξ j to xk . We
have for instance

Q (k )
0;K0,m

=

m∏
j=1

Dξ j

�����ξ j=xk
;

Q (k )
1;K0,m

=
1
24

*
,
D2
xk ◦

[ m∏
j=1

Dξ j
����ξ j=xk

]
+

( ∑
i ∈K0

D2
xi +

m∑
j=1

D2
ξ j − 1

) m∏
j=1

Dξ j

�����ξ j=xk
+
-
.
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Proposition 6. For any д ≥ 0 and n ≥ 1, we have
Bд,n

r !
Hд,n (x[n]) =

∑
{k }t

⊔`
j=0 Kj=[n]

1
l !

∑
m≥1,d≥0

|K0 |+m+2d=r+1

1
m!

∑
⊔`
j=1 Mj=[m]
Mj,∅

∑
д1, ...,д` ≥0

д=
∑`
j=1 дj+m−`+d

Q (k )
d ;K0,m

[ ∏
i ∈K0

xi
xk − xi

∏̀
j=1

Hдj , |Kj |+ |Mj | (xKj , ξMj )

]
,

(5)

where Bд,n B 1
r

(
2д − 2 + n + 1

q
∑n

i=1 Dxi

)
.

The integer
∑`

j=1 дj +m − ` is the genus of a surface obtained by glueing along boundaries a sphere
with m boundaries to a surface with ` connected components of respective genera дj and numbers of
boundaries |Mj |, such that

∑
j |Mj | = m. Hence, d can be interpreted as a genus defect. When д = 0,

we must have ` = m, дj = 0 for all j and d = 0 in this equation, and it becomes a functional equation
involving H0,n′ only. For (д,n) , (0, 1), Hд,n always appears in the right-hand side of equation (5) in
the terms where K0 = ∅, ` =m, d = 0, Ka = V \ {k } for some a ∈ [`]. They contribute to a term

n∑
k=1

(
DxkH0,1 (xk )

)r
r !

DxkHд, v (x[n])

For (д,n) = (0, 1), the same term contributes, but it collapses to 1
r !

(
Dx1H0,1 (x1)

)r+1
.

Proof. We examine the homogeneous component of degree n in the p’s and degree 2д − 2+n − r in the
grading where deg β = r and degpµ = −

µ
q (e�ectively tracking the genus) in

(6)
1
r !
∂

∂β
lnZ = [zr+1]Z−1Q (z)Z .

The left-hand side of equation (6) is
2д − 2 + n + 1

qD

r · r !
.

Applying Φ will replace pµ by monomials x µ11 · · · x
µn
n . Let us consider the e�ect of the same operation in

the right-hand side of equation (6) before extracting the coe�cient of zr+1. A non-empty subset L ⊆ [n]
of the variables (xi )

n
i=1 will be used in the replacement of

∏
i pki from Q . This will produce

∏
i ∈L x

µi
i

where µ is a permutation of k .
By a standard trick, e−F (

∏
∆i )e

F =
∏
(∆iF ) for di�erential operators ∆i , so the other variables will

appear by ∏̀
j=1

( ∏
i ∈Mj

∂pli

)
Gдj , |Kj |+ |Mj | ,

where (Mj )
`
j=1 is a partition of [m] into non-empty subsets, (Kj )

`
j=1 is a partition of [n] \ L by possibly

empty subsets, (дj )`j=1 is a sequence of nonnegative integers remembering the power of β pulled out by
the derivations acting on the exponential generating series Z . We have the constraint

(7) 2д − 2 + n − r =
∑̀
j=1

(
2дj − 2 + |Kj | + |Mj |

)
coming from identi�cation of the exponent of β .

More precisely, the contribution of the variables in [n] \ L will be of the form∮
dξ

2iπξ s+1

[ m∏
i=1

ζ (zDξi )
∏̀
j=1

Hдj , |Kj |+ |Mj | (xKj , ξMj )

] �����ξa=ξ
,

where s = k1 + · · · + kn . The variables xL then contribute to

(8)
[ ∏
i ∈L

D−1xi ζ (zDxi ) x
ki
i

] ∮
dξ

2iπξ k1+· · ·+kn+1

[ m∏
i=1

ζ (zDξi )
∏̀
j=1

Hдj , |Kj |+ |Mj | (xKj , ξMj )

] �����ξa=ξ
.
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We should then perform the sum over positive k’s, using

(9)
∑

k1, ...,kn ≥1

xk11 · · · x
kn
n

ξ k1+· · ·+kn+1
=

1
ξ

n∏
i=1

xi
ξ − xi

=
(−1)n

ξ
+

n∑
k=1

1
ξ − xk

∏
i,k

xi
xk − xi

.

The kind of computation we must do with this expression is a contour integral/extraction of coe�cient∑
k1, ...,kn ≥1

∮
dξ
2iπ

xk11 · · · x
kn
n

ξ k1+· · ·+kn+1
F (ξ ) ,

where F is some formal power series in ξ without constant term. The term ξ−1 in equation (9) does not
contribute and we �nd ∑

k1, ...,kn ≥1

∮
dξ
2iπ

xk11 · · · x
kn
n

ξ k1+· · ·+kn+1
F (ξ ) =

n∑
k=1

[ ∏
i,k

xi
xk − xi

]
F (xk ) .

We use this formula with the set of variables (xi )i ∈L rather that (xi )ni=1, and with

F (ξ ) =

[ m∏
j=1

ζ (zDξ j )
∏̀
j=1

Hдj , |Kj |+ |Mj | (xKj , ξMj )

] �����ξa=ξ
.

We should then apply the operator
∏

i ∈K0 D
−1
xi ζ (zDxi ) as it appeared in equation (8), perform all neces-

sary sums and �nally extract the coe�cient of zr+1 to obtain Φ applied to the right-hand side. In this
process, one has to carefully track the symmetry factors (there is a factor 1

l ! because the set partitions of
[n] and [m] should be unordered but paired and a factor 1

m! because all ξ are identical), and the outcome
is

[zr+1]
∑
m≥1

1
m!

∑
Lt

⊔`
j=1 Kj=[n]⊔`

j=1 Mj=[m]
L,M1, ...,M`,∅
д1, ...,д` ≥0

1
l !

∑
k ∈L

δ
(
r +

∑̀
j=1

(2дj − 2 + |Kj | + |Mj |) − (2д − 2 + n)
)

× ζ −1 (z)
∏
i ∈L

D−1xi ζ (zDxi )

[ m∏
j=1

ζ (zDξ j )
∏

i ∈L\{k }

xi
xk − xi

∏̀
j=1

Hдj , |Kj |+ |Mj | (xKj , ξMj )

] �����ξa=xi0
,

(10)

where the Kronecker delta imposes the genus constraint equation (7). Since by de�nition
∑`

j=1 |Mj | =m

and
∑`

j=1 |Kj | = n − |L|, this genus constraint can be rewritten

д =
∑̀
j=1

дj + (m − `) + d ,

with d ≥ 0 de�ned by the formulam + |L| − 1 + 2d = r + 1.
Let us rewrite L = K0 t {k }, and notice that the operators Q (k )

d ;K0,m
were precisely de�ned in equa-

tion (4) so that

[zr+1] ζ −1 (z)
∏

i ∈K0∪{k }

D−1xi ζ (zDxi )
[ m∏
j=1

ζ (zDξ j )
] ����ξ j=xk

= Q (k )
d ;K0,m

,

and this puts equation (10) in the claimed form. �

3.2. Spectral curve: (д,n) = (0, 1) and (0, 2).

Lemma 7. Let y (x ) = DxH0,1 (x ). We have x = y (x )
1
q e−y

r (x ) .
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Let C be the plane curve of equation x = y
1
q e−y

r , it is a genus zero curve with maps

y : C −→ C
z 7−→ zq

and x : C −→ C

z 7−→ ze−z
qr

for the chosen global coordinate z. This last map has qr simple rami�cation points. They are indexed
by the qr -th roots of unity, here denoted ωi , and have coordinates

(x ,y ) =
(
(erq)−

1
rqωi , (rq)−

1
r ωqi

)
.

Their position in the z-coordinate is denoted

ρi = (rq)−
1
rqωi .

Let σi be the deck transformation of the branched cover x : C → C around ρi , and η be a local
coordinate such that x (z) = x (ρi ) + η

2. We have:

Lemma 8. We haveSzy = 2(qr )−
1
r +O (η2). In particular, Szy is locally invertible (for the multiplication)

in a neighborhood of ρi .

Proof. We indeed have Szy = zq + σi (z)
q = 2ρqi +O (η2). There are no odd powers in η since S is the

symmetrization operator. �

We introduce another coordinate t such that
1
t
= yr −

1
qr
.

The rami�cation points are all located at t = ∞, while x → 0 corresponds to t → −qr . For bookkeeping
we give the formula

(11) Dx =
t2 (t + qr )

qr
∂t .

and if σi denotes the deck transformation around the rami�cation point ρi
The following formula for H0,2 was derived in [KLPS17] via semi-in�nite wedge formalism, we re-

derive it here to test the cut-and-join equation and to demonstrate how to compute with it.

Lemma 9. We have

(12) H0,2 (x1,x2) = ln(z1 − z2) − ln(x1 − x2) − yr1 − y
r
2 .

In particular we obtain

(13) W0,2 (x1,x2) B Dx1Dx2H0,2 (x1,x2) =
(Dz1) (Dz2)

(z1 − z2)2
−

x1x2
(x1 − x2)2

,

and

(14) W0,2 (x ,x ) =
3t4 + 4qrt3 + (q2r 2 − 1)t2 + q2r 2

12r 2q2
.

Proof of lemma 7. For (д,n) = (0, 1), the only terms in the right-hand side of the cut-and-join equation
(5) have k = 1 and genus defect d = 0, therefore the variable x1 = x appears m = r + 1 times, and we
must have ` = m, i.e. m factors of DxH0,1. One of the factors 1

(r+1)! drops out against the sum over set
partitions

⊔r+1
j=1 Mj = [r + 1], which is the sum overSr+1. We �nd

−H0,1 +
1
qDxH0,1

r · r !
=

(DxH0,1)
r+1

(r + 1)!
.

Let us de�ne y (x ) = DxH0,1 (x ). Applying ∂x , we get −x−1y+ y ′

q = ry
′yr and thus y ′( y

−1

q −ry
r−1) = x−1,

which integrates to
1
q
lny − yr = lnx + c

for some constant c . Since y (x ) = x +O (x2) when x → 0, we must have c = 0, proving lemma 7. �
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Proof of lemma 9. We denote yi = y (xi ) and ti = t (xi ) for i ∈ {1, 2}. According to the remark be-
low proposition 6, the right-hand side of the cut-and-join equation for (д,n) = (0, 2) contains H0,2 as
(yr1Dx1 + y

r
2Dx2 )H0,2. The remaining terms have genus defect d = 0 and correspond to K0 , ∅. Now, k

takes the value 1 or 2, and xk appearsm = r times in ` =m functions DH0,1 = y . This leads to(
yr1 −

1
qr

)
Dx1H0,2 +

(
yr2 −

1
qr

)
Dx2H0,2 +

y r1 x2−y
r
2 x1

x1−x2
= 0 .

The solution we look for admits a formal power series expansion of the form

(15) H0,2 (x1,x2) =
∑
k,l ≥1

hk,l x
k
1 x

l
2, hk,l = hl,k .

In particular we must have
lim
x1→0

H0,2 (x1,x2) = 0 .

One can check that
H (0)
0,2 B ln

( z1 − z2
x1 − x2

)
− yr1 − y

r
2

satis�es all these conditions. If H (1)
0,2 is another solution, then F = H (0)

0,2 − H
(1)
0,2 must satisfy

(16)
((
yr1 −

1
qr

)
Dx1 +

(
yr2 −

1
qr

)
Dx2

)
F = 0 .

We remark that(
yri −

1
qr

)
Dxi =

ti (ti + qr )

qr
∂ti = −∂ui , ui := ln

( ti + qr
ti

)
= ln(qrzqri ) .

Therefore, the general solution of equation (16) is F = φ
(
z
qr
1 z
−qr
2

)
. Because x (z) = ze−z

qr is locally
invertible around x = z = 0, this proves the only non-zero coe�cients fk,l are fk,−k . But because k ≥ 1
by equation (15), we get F = 0. This proves equation (12). A simple computation leads to equations (13)
and (14). �

3.3. Cut-and-join equation revisited. We are going to transform the cut-and-join equation from
proposition 6 in order to treat the factors

∏
i ∈K0 D

−1
xi ζ (zDxi )

xi
xk−xi

at the same footing as correlator
contributions. Let us de�ne

H̃0,2 (x1,x2) = H0,2 (x1,x2) + H
sing
0,2 (x1,x2) , H

sing
0,2 (x1,x2) = ln

(x1 − x2
x1x2

)
.

Note that H̃0,2 (ξ1, ξ2) |ξ1=ξ2=x is not well-de�ned. When such an expression appears below, we adopt the
convention that it should be replaced withH0,2 (x ,x ), which is well-de�ned. Furthermore, for 2д−2+n >
0, de�ne H̃д,n (x[n]) by the following recursion:

(17)
Bд,n

r !
H̃д,n (x[n]) =

∑
m≥1,d≥0
m+2d=r+1

1
m!

∑
{k }t

⊔`
j=1 Kj=[n]⊔`

j=1 Mj=[m]
Mj,∅

1
l !

∑
д1, ...,д` ≥0

д=
∑
j дj+m−`+d

Q (k )
d,∅,m

[ ∏̀
j=1

H̃дj , |Kj |+ |Mj | (xKj , ξMj )

]
.

Proposition 10. For 2д−2+n > 0, the generating functionsHд,n and H̃д,n are equal, unless 2д−2+n = r ,
in which case they di�er by an explicit constant.

Remark 11. As we are ultimately interested in the di�erentials d ⊗nHд,n , these constants are of no real
consequence for the remaining of the paper.

Proof. We remark that

D−1xi ζ (zDxi )
xi

xk − xi
= ln

(xk − e−z/2xi
xk − ez/2xi

)
= ln

(ez/2xk − xi
ez/2xkxi

e−z/2xkxi
e−z/2xk − xi

)
= ζ (zDxk ) ln

(xk − xi
xkxi

)
.

Therefore, we can interpret the factors D−1xi ζ (zDxi )
xi

xk−xi
in equation (5) as contributions of H sing

0,2 . The
sum H̃0,2 = H0,2+H

sing
0,2 is reconstructed in the left-hand side of equation (5), and treated in the same way

as the other factors of H . Let us make the correspondence between the old and the new summation
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ranges. Now we are considering m′ = m + |K0 | the total number of occurences of xk , `′ = ` + |K0 |
the total number of H -factors. These factors contain variables distinct from k , organized according to
a partition K ′1 t · · · t K ′

`′
where K ′j = Kj for 1 ≤ j ≤ ` and where K`+j for 1 ≤ j ≤ |K0 | are the

singletons of elements of K0. The genus attached to these (0, 2)-factors is д`+j = 0 for 1 ≤ j ≤ |K0 |, and
m′ − `′ =m − `, so the genus constraint keeps the same form

д =
`′∑
j=1

дj +m
′ − `′ + d ,

while the genus defect is now de�ned by m′ − 1 + 2d = r . The symmetry factors which occur in this
resummation – as the partitions of [n] and [m] can be reordered – are accounted for in the formula
given by equation (17), where we have removed all primes on the dummy indices of summations for
an easier reading.

In relabelling we have added the term in the sum of the right-hand side where all Hд,n are actually
H

sing
0,2 . This corresponds to adding the term with m = ` = 0 in equation (5). Unraveling the de�nitions,

the extra term reads
n∑

k=1

∑
d≥0

δn−1+2d,r+1δд,dQ
(k )
d ;[n]\{k },0

(∏
i,k

xi
xk − xi

)
=

n∑
k=1

δ2д−2+n,r [z2д]
z

ζ (z)

n∏
i=1

ζ (zDxi )

zDxi

(∏
i,k

xi
xk − xi

)

= δ2д−2+n,r [z2д]
z

ζ (z)

n∏
i=1

ζ (zDxi )

zDxi

n∑
k=1

∏
i,k

xi
xk − xi

.

Now, the sum over k can be calculated via residues:
n∑

k=1

∏
i,k

xi
xk − xi

=

n∑
k=1

Res
w=xk

1
w

n∏
i=1

xi
w − xi

= −Res
w=0

1
w

n∏
i=1

xi
w − xi

= −1 ,

using that the sum of residues of a meromorphic function is zero. As this is already constant, any
derivatives in x give zero, so only the constant terms of the expansions ζ (zDx )

zDx
= 1+O (Dx ) contribute.

Hence the �nal contribution is

cд,n B −δ2д−2+n,r [z2д]
z

ζ (z)
= −δ2д−2+n,r

(21−2д − 1)B2д

2д!
.

Because of the Kronecker delta, H̃д,n and Hд,n agree for 0 < 2д − 2 + n < r . For 2д − 2 + n = 0, we get
that

Bд,n

r !
H̃д,n (x[n]) −

Bд,n

r !
Hд,n (x[n]) = cд,n

therefore (
1 +

1
qr

n∑
i=1

Dxi

) (
H̃д,n (x[n]) − Hд,n (x[n])

)
= r !cд,n .

As both Hд,n and H̃д,n are power series in the xi , their di�erence has to be r !cд,n .
If 2д−2+n > r , the two functions are again equal, as we again have cд,n = 0 by the Kronecker delta,

and the di�erent constants in H̃д′,n′ on the right-hand side vanish by the di�erentiation included in the
Q-operators. �

3.4. Example: (д,n) = (1, 1). We show this computation as an illustration of the cut-and-join equa-
tion.

Lemma 12. We have H1,1 =
(qr+t ) (1−qt−t 2)

24q2r y .

Proof. The cut-and-join equation for (д,n) = (1, 1) contains terms with genus defect 0 and 1. It reads

(18)
yr

r !
DxH1,1 (x ) +

yr−1

(r − 1)!
W0,2 (x ,x )

2
+

1
24

(
D2
x +

r−1∑
i=1

D2
i − 1

) yr−1

(r − 1)!
=

(q + Dx )H1,1 (x )

qr · r !
,
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where D2
i is acting on the i-th factor in yr−1 =

∏r−1
i=1 y . From equation (14) we know

W0,2 (x ,x )

2(r − 1)!
=

3t4 + 4qrt3 + (q2r 2 − 1)t2 + q2r 2

24r 2q2 · (r − 1)!
.

We also compute

1
24(r − 1)!

(
D2
x +

r−1∑
i=1

D2
i − 1

)
= −

2(r − 1)t3 + qr (r − 1)t2 + qr 2

24qr · r !

Substituting these expressions into equation (18) and using equation (11), we obtain:(
1 −

t (t + qr )

q
∂t

)
H1,1 =

yr−1t2

24q2
[3t2 + 2q(r + 1)t + (q2r − 1)]

Observing that −t (t + qr )q−1∂t = y∂y , and imposing H1,1 = y
−1F the equation becomes

∂y F =
yr−1t2

24q2
[3t2 + 2q(r + 1)t + (q2r − 1)]

Applying back the inverse relation ∂y = −rt2yr−1∂t , we see that the solution which vanishes at x = 0
is obtained by

F (t ) = −
1

24q2r

∫ t

−qr

(
3u2 + 2q(r + 1)u + (q2r − 1)

)
du .

Computing the integral yields the announced result. �

4. Derivation of the cut-and-join eqation for r + 1 = 3

In this section, we will rederive the main result of the previous section, equation (17) together with
proposition 10, for the speci�c case of r = 2. This is done both because the procedure is easier in
this special case, and because we will make the formula more explicit. This more explicit form will
be used to prove topological recursion in this case in section 5. The present section can thus be read
independently of section 3.

Our starting point is again the cut-and-join equation (3) (see [SSZ12, Equation (32)], where we have
an extra factor of r ! because the weight of Fr+1-operator is slightly di�erent for us). Our goal is to
derive from this equation an equation for the correlators

Hд,n (x1, . . . ,xn ) =
∑

µ1, ...,µn ≥1

h
◦,r,q
д,µ

b!

n∏
i=1

x
µi
i

directly for the case r + 1 = 3, our main case of interest in this paper. In order to do so, we �rst derive
the equation for the disconnected counterparts of Hд,n

H •д,n (x1, . . . ,xn ) =
∑

µ1, ...,µn ≥1

h
•,r,q
д,µ

b!

n∏
i=1

x
µi
i

The generating functions H •д,n and Hд,n are related by standard inclusion-exclusion formula. For ex-
ample, in case of three points

H •д,3 (x1,x2,x3) =Hд,3 (x1,x2,x3)

+
∑

д1+д2=д−1
Hд1,2 (x1,x2)Hд2,1 (x3) + Hд1,2 (x2,x3)Hд2,1 (x1) + Hд1,2 (x3,x1)Hд2,1 (x2)

+
∑

д1+д2+д3=д−2
Hд1,1 (x1)Hд2,1 (x2)Hд3,1 (x3)

Note that by the genus of each summand in the disconnected case, we understand its arithmetic genus.
Therefore, we have

∑
дi = д − #

(
connected

components
)
+ 1.
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For the case r + 1 = 3 the cut-and-join operator from equation (2) is equal to (see [SSZ12, p. 419])

Q3 =
1
6

∑
i, j,k≥1

(
ijkpi+j+k

∂3

∂pi∂pj∂pk
+ (i + j + k )pipjpk

∂

∂pi+j+k

)

+ 1
4

∑
i+j=k+l
i, j,k,l ≥1

(
ijpkpl

∂2

∂pi∂pj

)
+ 1

24

∑
i≥1

(2i3 − i )pi
∂

∂pi

= 1
6Qp∂3 + 1

6Qp3∂ +
1
4Qp2∂2 + 1

24Qp∂ ,

where the last line introduces self-explanatory notation for the pieces of the cut-and-join operator with
di�erent number of multiplications and di�erentiations with respect to the variables pk .

4.1. From p to x . To derive the equation in x-variables we perform the following steps.
• We extract a coe�cient [βb−1pµ ] in front of a particular power b − 1 of β and a particular

monomial pµ from equation (3). As a result we obtain something of the form

LHSb−1,µ = RHSb−1,µ
• Then we resum these individual equations in such a way that on the left-hand side we obtain

one H •д,n , with particular д and n. It is clear that we need to take the following sum (note that
we are summing over partitions here, not vectors, since all vectors µ di�ering by a permutation
of components contribute to the same equation):∑

µ1≥···≥µn ≥1
LHSb (д,µ )−1,µ

∑
σ ∈Sn

x
µ1
σ (1) . . . x

µn
σ (n) =

∑
µ1, ...,µn ≥1

LHSb (д,µ )−1,µx
µ1
1 . . . x

µn
n =

Bд,n

2!
H •д,n ,

where b (д, µ ) =
2д−2+n+ |µ |/q

2 (the −1 in the power of β accounts for ∂β in the equation). The
operator Bд,n B 1

2

(
2д − 2 + n + 1

q
∑n

i=1 Dxi

)
reproduces the prefactor b, which comes from the

derivative.
• Finally, we rewrite the right hand side, which now has the form∑

µ1≥···≥µn ≥1
RHSb (д,µ )−1,µ

∑
σ ∈Sn

x
µ1
σ (1) . . . x

µn
σ (n) ,

as some di�erential operators acting on some h•д,ns.
To perform the last step we analyse contributions of each Qpi ∂j in turn. After that we group them

in a smart way.

4.1.1. The contribution of p∂3. Let us consider the operator Qp∂3 . The result of its action on the formal
power series of the form

(19)
∑

µ1, ...,µn ≥1
Cµ1 ...µn

pµ1 . . .pµn
n!

is (we shift (n − 3) → n) ∑
i jk

∑
µ1, ...,µn ≥1

ijkCi jkµ1 ...µn
pi+j+kpµ1 . . .pµn

n!
.

We substitute the monomial pi+j+kpµ1 . . .pµn by∑
σ ∈Sn+1

x i+j+kσ (1) x
µ1
σ (2) . . . x

µn
σ (n+1) .

Each summand
ijkCi jkµ1 ...µnx

i+j+k
σ (1) x

µ1
σ (2) . . . x

µn
σ (n+1)

can be written as (
Dξ1Dξ2Dξ3Ci jkµ1 ...µnξ

i
1ξ

j
2ξ

k
3 x

µ1
σ (2) . . . x

µn
σ (n+1)

) �����ξ1=ξ2=ξ3=xσ (1)

,
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where Dξ = ξ∂ξ . Since for each value of σ (1) there are n! permutations fromSn+1 and their contribu-
tions are equal, becauseCi jk,µ is symmetric in its indices, we see that the contribution of the p∂3-term
to the cut-and-join equation in terms of x is equal to

n∑
k=1

(
Dξ1Dξ2Dξ3H

•
д−2,n+2 (ξ1, ξ2, ξ3,x[n]\{k } )

) �����ξ1=ξ2=ξ3=xk
.

A subtle point here is why we get precisely genus д − 2. It is the result of direct counting. For every
concrete µ we have, in case of r + 1 = 3, from the Riemann-Hurwitz formula for the left hand side

b = д − 1 +
n + |µ |/q

2
.

On the other hand, for the contribution of Qp∂3 we can say that the number of completed cycles b is
one less, and the length of partition is bigger by two, while the size |µ | is the same. Therefore

b − 1 = дp∂3 − 1 +
n + 2 + |µ |/q

2
,

i.e. дp∂3 = д − 2.

4.1.2. The contribution of p2∂2. The result of the action ofQp2∂2 on the formal power series of the form
of equation (19) is ∑

i+j=k+l
i, j,k,l ≥1

∑
µ1, ...,µn ≥1

ijCi jµ
pkplpµ1 . . .pµn

n!
.

After substitution of p by x it becomes
∞∑
a=1

∑
i+j=a
i, j≥1

∑
k+l=a
k,l ≥1

∑
µ1, ...,µn ≥1

∑
σ ∈Sn+2

ijCi jµ

xkσ (1)x
l
σ (2)x

µ1
σ (3) . . . x

µn
σ (n+2)

n!
.

As we have the relation

(20)
∑
k+l=a
k,l ≥1

xky l =
xay

x − y
+

yax

y − x
,

it is easy to see (the factor n! again cancels with the number of permutations in Sn+2 with �xed σ (1)
and σ (2), the extra 2 comes from two summands in equation (20) that give equal contributions) that
the contribution of Qp2∂2 is

2 ·
∑
k,l

xl
xk − xl

(
Dξ1Dξ2H

•
д−1,n

(
ξ1, ξ2,x[n]\{k,l }

)) �����ξ1=ξ2=xk
.

The genus counting is analogous to the p∂3-case.

4.1.3. The contribution of p3∂. Quite analogously to the cases of p∂3 and p2∂2, the contribution of Qp3∂
is equal to

3 ·
∑
i,j,k

( x j

(xi − x j )

xk
(xi − xk )

Dξ1H
•
д,n−2

(
ξ1,x[n]\{i, j,k }

)) �����ξ1=xi
.

To derive it, one needs the following formula∑
k+l+m=a
k,l,m≥1

xky lzm =
xayz

(x − y ) (x − z)
+

yazx

(y − z) (y − x )
+

zaxy

(z − x ) (z − y )
.

The genus-counting is again straightforward.

4.1.4. The contribution of p∂. Finally, the contribution of Qp∂ is
n∑

k=1

(
(2D3

ξ1
− Dξ1 )H

•
д−1,n (ξ1,x[n]\{k } )

) �����ξ1=xk
.
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4.2. The uni�cation. Thus, we have obtained the following equation for the disconnected generating
functions H •д,n

1
2Bд,nH

•
д,n (x[n]) =

1
6

n∑
k=1

(
Dξ1Dξ2Dξ3H

•
д−2,n+2

(
ξ1, ξ2, ξ3,x[n]\{k }

)) ����ξ1=ξ2=ξ3=xk

+ 1
4 · 2

∑
k,l

xl
xk − xl

(
Dξ1Dξ2H

•
д−1,n

(
ξ1, ξ2,x[n]\{k,l }

)) ����ξ1=ξ2=xk

+ 1
6 · 3

∑
i,j,k

x j

(xi − x j )

xk
(xi − xk )

DxiH
•
д,n−2

(
x[n]\{j,k }

)
+ 1

24

n∑
k=1

(2D3
xk − Dxk )H

•
д−1,n (x[n]) .(21)

Now de�ne them-disconnected, n-connected generating functions Hд,m,n (ξ[m] | x[n]) by keeping only
those terms in the inclusion-exclusion formula where each factor contains at least one ξ . For example,
Hд,1,n−1 (xi | x[n]\{i } ) = Hд,n (x[n]) and

(22)

Hд,3,n (ξ1, ξ2, ξ3 | x[n]) = Hд−2,n+3 (ξ1, ξ2, ξ3,x[n])

+
∑

д1+д2=д−1
K1tK2=[n]

3∑
i=1

Hд1,1+ |K1 | (ξi ,xK1 )Hд2,2+ |K2 | (ξ[3]\{i },xK2 )

+
∑

д1+д2+д3=д
K1tK2tK3=[n]

3∏
j=1

Hдj ,1+ |Kj | (ξ1,xKj )

Then an easy inductive argument on the number of points n shows that an equation very similar to
section 4.2 is true for these functions – we just multiplied both sides by a factor of 2.

Bд,nHд,n (x[n]) =
1
3

n∑
k=1

(
Dξ1Dξ2Dξ3Hд−2,3,n−1

(
ξ1, ξ2, ξ3 | x[n]\{k }

)) ����ξ1=ξ2=ξ3=xk

+
∑
k,l

xl
xk − xl

(
Dξ1Dξ2Hд−1,2,n−1

(
ξ1, ξ2 | x[n]\{k,l }

)) ����ξ1=ξ2=xk

+
∑
i,j,k

xi
(xk − xi )

x j

(xk − x j )
DxiHд,n−2

(
x[n]\{i, j }

)
+ 1

12

n∑
k=1

(2D3
xk − Dxk )Hд−1,n (x[n]) .

Now we can unify the contributions ofQp∂3 ,Qp2∂2 andQp3∂ by changing the (0, 2)-generating func-
tion to accomodate the rational factors in x . First, we observe that the following equality holds:

Dξ ln
(ξ − x
ξx

)
=

x

ξ − x
.

Suppose we substitute each H0,2 (ξ ,x ) inside Hд,m,n (ξ[m] | x[n]) by the “modi�ed” 2-point function
H̃0,2 (ξ ,x ), which is de�ned to be

H̃0,2 (ξ ,x ) = H0,2 (ξ ,x ) + ln
(ξ − x
ξx

)
.

We will denote these modi�ed Hд,m,n (ξ[m] | x[n]) by H̃д,m,n (ξ[m] | x[n]). Then the term

1
3

n∑
k=1

(
Dξ1Dξ2Dξ3H̃д−2,3,n−1

(
ξ1, ξ2, ξ3 |x[n]\{k }

)) ����ξ1=ξ2=ξ3=xk
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contains contributions ofQp∂3 ,Qp2∂2 andQp3∂ , corresponding to zero, one, or two Dξ -operators acting
on logarithmic corrections respectively. The genera match, because a factor H̃0,2 lowers the arithmetic
genus of the product by one, and it is a direct check that the combinatorial coe�cients match.

However, there is also a possibility that all three Dξ -operators act on logarithmic corrections. This
occurs only for (д,n) = (0, 4). By direct computation, the total contribution coming from this added
possibility is equal to −1 (so it is constant in xis). Similarly, there is an extra contribution to the p∂-
term coming from substitution of H by H̃ in the case (д,n) = (1, 2), but this is constant in x as well
– it equals 1. These extra terms only add this constant to H0,4 and H1,2, so they do not in�uence the
recursion for other terms. Furthermore, they do not change the di�erentials ωд,n = d ⊗nHд,n , which
are the fundamental objects for topological recursion.

So, de�ning

H̃д,n (x[n]) B Hд,n (x[n]) + δд,0δn,2 ln
(x1 − x2

x1x2

)
− δд,0δn,4 +

1
12δд,1δn,2 .

the cut-and-join equation in terms of x can be written as

Bд,nH̃д,n (x[n]) =
1
3

n∑
k=1

(
Dξ1Dξ2Dξ3H̃д−2,3,n−1 (ξ1, ξ2, ξ3 | x[n]\{k }

) ����ξ1=ξ2=ξ3=xk

+ 1
12

n∑
i=k

(2D3
xk − Dxk )H̃д−1,n (x[n]) .

This is the most concise version of the cut-and-join equation. However, for our purposes, it will be
useful to have an even more explicit description. So we insert equation (22) into this equation, which
yields (simplifying because we evaluate all ξ ’s to the same value)

Bд,nH̃д,n (x[n]) =
1
3

n∑
k=1

(
Dξ1Dξ2Dξ3H̃д−2,n+2 (ξ1, ξ2, ξ3,x[n]\{k }

) ����ξ1=ξ2=ξ3=xk

+
∑

д1+д2=д−1
{k }tK1tK2=[n]

(
DxkHд1,1+ |K1 | (xk ,xK1 )

) (
Dξ1Dξ2Hд2,2+ |K2 | (ξ1, ξ2,xK2 )

) ����ξ1=ξ2=xk

+ 1
3

∑
д1+д2+д3=д

{k }tK1tK2tK3=[n]

3∏
j=1

(
DxkHдj ,1+ |Kj | (xk ,xKj )

)

+ 1
12

n∑
k=1

(2D3
xk − Dxk )H̃д−1,n (x[n]) .

(23)

This equation does indeed agree with equation (17) for the case r = 2.

5. Topological recursion for Hurwitz numbers with 3-completed cycles

In this section, we show that the generating series for 2-spin q-orbifold Hurwitz numbers obey the
topological recursion for the following curve derived in lemma 7, see also [MSS13, SSZ15, SSZ12]

C =

{
x = ze−z

2q

y = zq

We denote (ρi )
qr
i=1 the (simple) rami�cation points of x in C, σi (z) the deck transformation around ρi ,

and
(24) ∆f (z) = f (z) − f (σi (z)), S f (z) = f (z) + f (σi (z))

the (skew)-symmetrization operator de�ned locally near ρi . The proof starts from equation (23) and

Lemma 13. [KLPS17] For any 2д − 2 + n > 0, the formal n-di�erential form ωд,n B d1 . . .dnHд,n is the
expansion at x1 = . . . = xn = 0 of a meromorphic n-di�erential form on Cn , which satis�es

• the linear loop equations: (dx (z))−1SzDxωд,n (z, z[n−1]) is holomorphic when z → ρi .

• the projection property: ωд,n (z, z[n−1]) =
∑qr

i=1 Resz′→ρi
( ∫ z′

ρi
ω0,2 (·, z)

)
ωд,n (z

′, z[n−1]).
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Theorem 14. The di�erentials ωд,n satisfy topological recursion on C.

Proof. According to [BS17], it su�ces to prove the quadratic loop equations, which are tantamount to
saying that for any 2д − 2 + n ≥ 0 and i ∈ [qr ],

(25) ∆z∆z′DxDx ′H̃д,2,n
(
x (z),x (z ′) | x[n]

) ���z′=z
is holomorphic in z near ρi . Here

H̃д,2,n (x ,x
′ | x[n]) = H̃д−1,n+2 (x ,x

′,x[n]) +
∑

K1tK2=[n]
д1+д2=д

H̃д1, |K1 |+1 (x ,xI )H̃д2, |K2 |+1 (x
′,x J )

We will prove the quadratic loop equations in a way similar to [DKO+15], �xing a rami�cation point
ρi for the remaining of the proof.

First, we applySz1 to equation (23). By the linear loop equation,SzHд,n (z, z2, . . . , zn ) is holomorphic,
and because x is invariant under the local involution σi by de�nition, Dx commutes withSz . Hence, the
left-hand side is holomorphic, just like the last term of the right-hand side and all terms in the k-sums
except for k = 1.

On the other terms of the right-hand side, we use the elementary identity

Sz f (z, . . . , z︸  ︷︷  ︸
r times

) = 21−r
∑

ItJ=~r �
| J | even

(∏
i ∈I

Szi

) (∏
j ∈J

∆zj

)
f (z1, . . . , zr )

����zi=z
,

which in our case reduces to (using that all our choices for f will be invariant under the exchange of z
and z ′)

Sz f (z, z, z) =
1
4

(
SzSz′Sz′′ + 2Sz∆z′∆z′′ + ∆z∆z′Sz′′

)
f (z, z ′, z ′′)���z′=z′′=z .

Again by the linear loop equations, the �rst term in the operator on the right-hand side results in
holomorphic terms. Here we also used that the di�erentials, except the case (д,n) = (0, 2), do not have
diagonal poles. In this exceptional case, we only added a polar part if just one of the arguments was a
ξ , so we avoid the diagonal poles here as well.

To prove the quadratic loop equations, we use an induction on the Euler characteristic of the factors
on which the ∆-operators act: they either act on the same factor Hд,n , in which case the Euler charac-
teristic is given by −χ = 2д − 2 + n, or on separate factors, in which case the Euler characteristics of
the factors must be added.

So consider the symmetrization of equation (23) for (д,n) and assume the quadratic loop equations
have been proved for all pairs (д′,n′) with 2д′ − 2+n′ < 2д − 2+n. We will split the equation into two
parts. First consider the terms

1
3

(
2Sz1∆z′1∆z′′1 + ∆z1∆z′1Sz

′′
1

)
Dx1Dx ′1Dx ′′1 H̃д−2,n+2 (x

′
1,x
′′
1 ,x[n])

���x ′i=x ′′i =xi
+

∑
K1tK2=[n]\1
д1+д2=д−1

2Sz1∆z′1Dx1Dx ′1H̃д1, |K1 |+2 (x1,x
′
1,xK1 )

���x ′1=x1
∆z1Dx1H̃д2, |K2 |+1 (x1,xK2 )

= Sz1Dx1

(
∆z′1∆z′′1

(
Dx ′1Dx ′′1 H̃д−2,n+2 (x

′
1,x
′′
1 ,x[n])

+ 2
∑

K1tK2=[n]\1
д1+д2=д−1

Dx ′1H̃д1, |K1 |+2 (x1,x
′
1,xK1 )Dx ′′1 H̃д2, |K2 |+1 (x

′′
1 ,xK2 )

) �����x ′1=x ′′1

) �����x ′1=x1
.

Now, for this last term, we use that∑
K1tK2=[n]\1
д1+д2=д−1

Dx ′1H̃д1, |K1 |+2 (x1,x
′
1,xK1 )Dx ′′1 H̃д2, |K2 |+1 (x

′′
1 ,xK2 )

) ����x ′1=x ′′1

= 1
2

∑
K1tK2=[n]
д1+д2=д−1

Dx ′1H̃д1, |K1 |+1 (x
′
1,xK1 )Dx ′′1 H̃д2, |K2 |+1 (x

′′
1 ,xK2 )

) ����x ′1=x ′′1
,

because we have made of a choice of the set containing x1.
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Hence, these terms together, before application of Sz1Dx1 |x ′1=x1 , are the combination appearing in a
quadratic loop equation, which is holomorphic by the induction hypothesis. Hence it is holomorphic
after application of Sz1Dx1 |z′1=x1 as well. Again, we used that the di�erentials do not have diagonal
poles.

The remaining terms are

∆z1∆z′1

( ∑
K1tK2=[n]\1
д1+д2=д−1

Dx1Dx ′1H̃д1, |K1 |+2 (x1,x
′
1,xK1 )

���x ′1=x1
Sz1Dx1H̃д2, |K2 |+1 (x1,xK2 )

)

+ 1
3 (2Sz1∆z′1∆z′′1 + ∆z1∆z′1Sz

′′
1
)

∑
K1tK2tK3=[n]\1
д1+д2+д3=д

3∏
a=1

Dx1H̃дa, |Ka |+1 (x1,xKa ) ,

which can be written as∑
K1tK2=[n]\1
д1+д2=д

Sz1Dx1H̃д2, |K2 |+1 (x1,xK2 )

· ∆z1∆z′1Dx1Dx ′1

(
H̃д1−1, |K1 |+2 (x1,x

′
1,xK1 ) +

∑
K ′1tK

′′
1 =K1

д′1+д
′′
1 =д1

H̃д′1, |K
′
1 |+1 (x1,xK

′
1
)H̃д′′1 , |K

′′
1 |+1 (x

′
1,xK ′′1 )

) ����x ′1=x1
.

In this product, the �rst factor is holomorphic by the linear loop equations, while the second factor
is exactly the combination appearing in the quadratic loop equation. By the induction hypothesis,
the second factor is holomorphic as well, unless (д1,K1) = (д, [n] \ 1). Hence the only possibly non-
holomorphic term in equation (23) is(

Sz1Dx1H̃0,1 (x1)
)
·

(
∆z1∆z′1Dx1Dx ′1H̃д,2,n−1 (x1,x

′
1 | x[n])

) ����x ′1=x1
,

which must therefore be holomorphic as well. We have Dx1H̃0,1 (x1) = y1, and lemma 8 guarantees that
Sz1Dx1H̃0,1 (x1) is invertible near ρi . This implies the quadratic loop equations for (д,n). �

6. Topological recursion in genus zero

In this section we prove that the genus-zero di�erentials ωд=0,n = d ⊗nH0,n satisfy the topological
recursion relation for any integers r and q. We do this in two steps. Firstly, we specialize the cut-and-
join equation (17) to genus zero. Secondly, we apply the symmetrizing operator to both sides of the
equation and we analyze the holomorphicity of the terms in order to prove, by induction of the Euler
characteristic, the quadratic loop equation of equation (25) in genus zero.

Let us now consider equation (17). For д = 0, we have дj = 0 for every j ∈ [l], the genus defect d
must also be zero, and l =m = r + 1 should hold. This implies that the cardinality of every set Mj must
be equal to one. Therefore the choice of the sets Mj is equivalent to the choice of a permutation of r + 1
elements. By introducing these simpli�cations, the cut-and-join equation restricts to

B0,n

r !
H̃0,n (x[n]) =

1
(r + 1)!(r + 1)!

∑
σ ∈Sr+1

{k }t
⊔r+1
j=1 Kj=[n]

r+1∏
j=1

Dξ j

[ r+1∏
j=1

H̃0, |Kj |+1 (xKj , ξσ (j ) )

] �����ξ j=xk
,

where B0,n B
1
r

(
n−2+ 1

q
∑n

i=1 Dxi

)
. Every operator Dξ j only acts on the factor with the corresponding

variable and, after the substitution ξ j = xk , every summand gives the same term |Sr+1 | = (r +1)! times,
so we get:

(26) (r + 1)B0,nH̃0,n (x[n]) =
∑

{k }t
⊔r+1
j=1 Kj=[n]

[ r+1∏
j=1

Dxk H̃0, |Kj |+1 (xKj ,xk )

]
.

We are now ready to state and prove the following theorem.

Theorem 15. The di�erentials (ω0,n )n≥3 satisfy the restriction to genus-zero sector of the topological
recursion on C.
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Proof. The strategy of the proof is analogous to the proof of theorem 14. Indeed, [KLPS17] shows that
lemma 13 holds for arbitrary r andq. As explained there, it su�ces to prove the quadratic loop equation.
In genus zero the quadratic loop equation for n + 1 simpli�es to the statement that the function

(27) E ([n],x ) B ∆z∆z′DxDx ′
∑

ItJ=[n]
H̃0, |I |+1 (x (z),xI )H̃0, | J |+1 (x (z

′),x J )
���z′=z

is holomorphic in z near the rami�cation points of x , for 2д − 2 + n > 0. As before, we �x a rami�ca-
tion point ρi , and S and ∆ denote the symmetrization and skew-symmetrization operators around ρi
introduced in equation (24). We argue by induction on the Euler characteristic of the factors on which
the ∆-operators act. Since the genus is equal to zero, this is an induction on n. Let us assume that
the quadratic loop equations have been proved for all n′ < n − 1 and let us prove the quadratic loop
equation for n − 1.

Let us apply the operator Sz1 to both sides of equation (26). The left-hand side is again holomorphic,
and so are all the terms in the k-sums in the right-hand side, except possibly for k = 1. Therefore the
function obtained by the action of Sz1 on

(28)
∑

⊔r+1
j=1 Kj=[n]\{1}

[ r+1∏
j=1

Dx1H̃0, |Kj |+1 (xKj ,x1)

]
=: f (x1, . . . ,x1)

should result in a holomorphic function in z1. The action of Sz1 can be written as

(29) Sz1 f (x1, . . . ,x1︸     ︷︷     ︸
r+1 times

) = 2−r
∑

ItJ=[r+1]
| J | even

(∏
i ∈I

Sz (i )1

) (∏
j ∈J

∆z (j )1

)
f (x (1)

1 , . . . ,x
(r+1)
1 )

����z (i )1 =z1
,

where we keep using the convention xi = x (zi ) and x (i )
1 = x (z (i )1 ) also for the new variables x (i )

1
to shorten the notation. Let us examine the action of the di�erent summands of the operator in the
expansion above. For J = ∅, the summands produced by the action of

∏r+1
i=1 Szi are holomorphic by the

linear loop equation. The �rst term that can possibly create non-holomorphic terms is for |J | = 2. In
that case, up to re-labeling the variables (which does not change the result since f is symmetric), the
term we get after the substitution x (i )

1 = x1 reads∑
⊔r−1
j=1 KjtK=[n]\{1}

[ r−1∏
j=1
Sz1Dx1H̃0, |Kj |+1 (xKj ,x1)

]

× ∆z (r )1
∆z (r+1)1

Dx (r )
1
Dx (r+1)

1

∑
KrtKr+1=K

H̃0, |Kr |+1 (xKr ,x
(r )
1 )H̃0, |Kr+1 |+1 (xKr+1 ,x

(r+1)
1 )���z (r )1 =z

(r+1)
1 =z1

.

The �rst r − 1 factors are holomorphic by the linear loop equation, whereas the second summation is
holomorphic by induction hypothesis, with the exception of the one case K = [n] \ {1}. In that case we
obtain the term (

Sz1y1
)r−1 E ([n] \ {1},x1) .

since for Kj empty we have

Dx (j )
1
H̃0, |Kj |+1 (xKj ,x

(j )
1 ) = Dx (j )

1
H̃0,1 (x

(j )
1 ) = Dx (j )

1
H0,1 (x

(j )
1 ) = y (j )

1 .

We remark that (Sz1y1)r−1 is invertible near ρi due to lemma 8. In order to deal with the terms for
|J | > 2, we use the following lemma, whose proof is given at the end.

Lemma 16. For any t ≥ 2, we have

∆z (1)1 · · ·∆z (2t )1
∑

⊔2t
j=1 Ij=[n]\{1}

[ 2t∏
j=1

Dx (j )
1
H̃0, |Ij |+1 (xIj ,x

(j )
1 )

] �����x (i )
1 =x1

=
∑

K1t···tKt=[n]\{1}

t∏
j=1

E (Kj ,x1).

According to lemma 16, a term with |J | > 2 in equation (28) expanded with help of equation (29)
factorizes in t = |J |/2 > 1 quadratic loop equations multiplied by (r + 1) − |J | factors of the form
Sz1Dx1H̃0, |Ki |+1, which are holomorphic in z1 thanks to the linear loop equation. As before, by the
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inductive hypothesis every quadratic loop equation factor is holomorphic, except for the one case in
which one of the sets Ki is equal to the whole set [n] \ {1}. In that case the obtained term is of the form

(Sz1y1)
r+1−| J | (∆z1y1)

| J |−2E ([n] \ {1},x1) .

Collecting all the terms in which E ([n] \ {1},x1) appears we obtain the equation

E ([n] \ {1},x1)
[(
r + 1
2

) (
Sz1y1

)r−1
+

(
r + 1
2, 2

) (
Sz1y1

)r−3 (∆z1y1)
2 + · · ·

]
= holomorphic in z1.

In local the coordinate η around the rami�cation point ρi , we have ∆z1y1 = O (η), and so is (∆z1z1)
2l

for l > 0. Therefore, using lemma 8 the factor that multiplies E ([n] \ {1},x1) has a non-zero limit
2r−2 r+1q (qr )−

1
r when z1 → ρi , which comes only from the �rst term. This factor is thus is invertible with

respect to multiplication. This proves the quadratic loop equation expression for n − 1 is holomorphic,
and hence by induction this holds for every n ≥ 1. This concludes the proof of theorem 15. �

Proof of lemma 16. We will prove the statement by computing the multiplicity with which a generic
summand appears in the left and in the right-hand side. The fact that these two multiplicities coincide
is equivalent to a simple combinatorial identity that we prove in the second part.

Let us consider �rst the case of the summand with an even amount of H0,1 factors:(
∆z1Dx1H0,1 (x1)

)2p
∆Dx1H̃0, |I1 |+1 (xI1 ,x1) . . . ∆z1Dx1H̃0, |I2l |+1 (x1,xI2l ) .

Computing the multiplicity with which this summand appears in the left-hand side is straightfor-
ward. There are 2t ways to assign the set I1 to a factor, 2t −1 ways to assign the set I2 and so forth up to
I2l , hence the multiplicity amounts to (2t )!

(2p )! . Let us now work out the combinatorics for the right-hand
side. Let v be the number of empty sets Kj . We have to consider the cases v = 0, . . . ,p and sum up their
contributions. Let us select the v sets Kj which are empty, this can be done in

(
t
v

)
ways. Among the

remaining t − v sets, we have to select which are responsible for the appearance of one empty and one
non-empty set in their corresponding quadratic loop equation (27). Since every empty set that is not
yet paired with another empty set must be paired with a non-empty set, this can be done in

(
t−v

2(p−v )

)
ways. We select 2(p − v) non-empty sets that have to be paired with the empty ones in

(
2l

2(p−v )

)
ways,

and multiply by the number of bijections (2(p − v))!. Let now the multinomial coe�cient
(
2l−2(p−v )
2, ...,2

)
account for all possible pairs of non-empty sets with other non-empty sets. Finally, we multiply by a
factor of 2 for each pair that involves at least one non-empty set Ii . Hence we get the quantity

p∑
v=0

(
t

v

) (
t − v

2(p − v)

) (
2l

2(p − v)

)
(2(p − v))!

(
2l − 2(p − v)

2, . . . , 2

)
2t−v .

By simplifying the binomial coe�cients, settingm = p − v, and dividing both sides by (2l )!, we see that
the two multiplicities coincide if and only if the following equality is satis�ed:

∞∑
m=0

(
p + l

p −m, l −m, 2m

)
22m =

(
2p + 2l
2p

)
.

with the convention that the multinomial coe�cient vanishes whenever one argument in its factorials is
negative. In order to prove this equality, let us consider and rearrange the following bivariate generating
series

∞∑
p,l=0

∞∑
m=0

(
p + l

p −m, l −m, 2m

)
22mX 2pY 2l =

∞∑
m=0

(2XY )2m
∞∑

p′,l ′=0

(
p ′ + l ′ + 2m
p ′, l ′, 2m

)
X 2p′Y 2l ′

=

∞∑
m=0

(2XY )2m
∞∑
q=0

(
q + 2m

q

) q∑
i=0

(
q

i

)
X 2iY 2(q−i ) .
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By Newton’s formula, this becomes
∞∑

m=0
(2XY )2m

∞∑
q=0

(
q + 2m

q

)
(X 2 + Y 2)q =

(
1

1 − (X 2 + Y 2)

) ∞∑
m=0

(
2XY

1 − (X 2 + Y 2)

)2m
=

1 − (X 2 + Y 2)

(X 2 + Y 2 − 1 − 2XY − 1) (X 2 + Y 2 − 1 + 2XY )

=
1
2

[
1

1 − (X 2 + Y 2) − 2XY
+

1
1 − (X 2 + Y 2) + 2XY

]

=



∞∑
m=0

(X + Y )2m


even in Y

=

∞∑
p,l=0

(
2l + 2p
2p

)
X 2pY 2l .

Extracting then the coe�cient X 2pY 2l from the �rst and the last term yields the desired equality. In
case the amount of H0,1 factors is odd (say, 2p + 1), it is enough to prove

∞∑
m=0

(
p + l

p −m, l −m − 1, 2m + 1

)
22m+1 =

(
2p + 2l
2p + 1

)
,

which can be done in the same way as above by setting p ′ = p −m and l ′ = l −m − 1. This concludes
the proof of the lemma. �
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